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RAID GROUP MANAGEMENT TABLE 245
STORAGE | RAID | RAID | RAIDGROUP | RAID [STORAGE| STORAGE  |STORAGE
APPARATUS | GROUP| GROUP | PERFORMANCE | TYPE | MEDIA |  DEVICE | DEVICE
D D {CAPACITY|  [IOPSIGB] TYPE |PERFORMANCE| 1
(B [OPS/GE]

StA | RGO 100 BOK |RAIDS|SSD(SLC)| 50K Dev.0
Dev_ 1

Dav_2

RG_T | 200 20K |RAIDT[SSDMLC)] 20K Dev 3

Dav_4

1.8 | RGO | 500 10K |RADS|HDD(SAS)| 10K Dev 0
Dev_1

Dav 2

Fig. 5
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St A | LVl0 0 50K Host_¥ ~ RG.0
Vol 10 20K : Pool0 | RGO

Vol 2 20 10K - - RG.0

SrB | LVlO 10 10K - ~ RG_
Vot 20 20K - : RG_2
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POOL MANAGEMENT TABLE 244
STORAGE POOL POOL POOL LOGFCAL
APPA_RATUS N CAPACITY PERFQRMANCE VYOLUME
iD I1GB] {IOPS/GES D

St A Pool 0 200 15K Vol 0

Lol 3

Vol 6

Pool 1 300 10K LVal 1

Vol 5

Sk B Pool 0 100 7K Lol 0

Vol 1

Fig. 7
VIRTUAL VOLUME MANAGEMENT TABLE 242
STORAGE | VIRTUAL YVIRTUAL VIRTUAL VIRTUAL ASSIGNED § POOL
APPARATUS ¢ VOLUME YOLUME YOLUME VOLUME HOST [y
iD D MAXIMUM | ACTUAL SIZE | PERFORMANCE
SIZE {GB] IN USE [GB} {{OPS/GB}

Str A WWol 0 20 10 20K Host A ¢ Pool
Vol 1 100 44 20K - Pool_1
Str B Vil 0 200 10 30K Host C | Pool 0
YVol 1 100 50 20K Host D Poot 1
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AVAILABLE STORAGE DEVICE TABLE 247
STORAGE LOGICAL LOGICAL LOGICAL STORAGE
APPARATUS VOLUME YOLUME VOLUME MEDIA
iD i3] CAPACITY PERFORMANCE TYPE
[GB] (10PS/GH]
Sir X Vol 0 g0 50K S8I{SLE)
LVol_1 10 50K $SD{SLE)
ol 2 10 50K SSD{SLEY
Fig. 10
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!

ACQUIRE CHARACTERISTIC INFORMATION ON SELECTED LOGICAL ~ $102
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v
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(11 LOGICAL VOLUME | STORAGE MEDIATYPE | IOPS/GB | CAPACITY [GB]
¢ Lol D SSD{SLE) 50060 80
Evol 1 SED(SLE) 50000 10
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Lvol 3 S8DB({SLE) 30000 10
Lol 4 SSDSLE) 50000 20
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SOURCE VOLUME PERFORMANGE CLASS TABLE 248
R CRMANCE PERFORMANCE PER%%E?NCE
- [OPS/GE] OPSIGE]
Perf 0 } 41K
Perf 1 41K 33K
Parf 2 33K 22K
Perf 3 2K 21K
Perf 4 17K 15K
Perf 5 15K 19K
Perf 6 12K HK
Perf 7 1K aK
Perf 8 i< oK
Fig. 20

PERFORMANCE INCREASE/DECREASE
INDICATION BOUNDARY TABLE 292

BOUNDARY VALUE {%]
+50
+20
~20

'CHANGE INCREASE/DECREASE INDICATION Em E h 4

nereasE [ ) 60% OR MORES0% OR MORE
nerese () ()
DRERSEL (77 LESS THAN 20%

DECREASE { ] 20% ORMORE

20% OR MORE AND LESS THAN 50%
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US 9,116,632 B2

Sheet 14 of 23

Aug. 25,2015

U.S. Patent

£Z b4
vie £l ’ ALY LiG
m&\ . \.\ \,x..\
| NOILYYSI 2LN23X3 | | NOLYDION 3SYIUDI0ESYIUIN 3ONYHD || JNT0A JOHN0S GAY 1] 1004 NOILYNILSIO VIO
{(3HOW O %02 (%02 WyHL 5831 (%06 NYHL 8537 ONY o {3HOW HO %08) -ASYIUOIWIASYIYON
asvauo3a [l asvaugaomsyauont |- wom o 0z) 3svauont | |~ Fsymeoni || 30NVWHO3u3d 3WNI0A
00LE 008 097 [g9] 30948 1004 03SANN
O0LE o0 D9z 199! ALIOYdYD 1004
%04 Myl w2 1808401 3ONYAN0SHAd 1004
- RRHHHHHEER D Q 0L {SYSIaaH
g : N0z (owiass
] LR oS [75)0ss | NOWYOOTW L.
£ 100 100 SIWI0A oiAdd 5
£71004 771004 Qe Ny | BO/8401 | AdAL VIOSW 3DVHOLS JOVH0LS
558 100d O B8} NOHYNELSIA TET  AOIAGC H9YHO0LS (X N8) NOILLYNILSEC
Y 0 0 fgo] 30vds 1004 a3s8n
g i 0
0 0 0
3 - oc
5 3 3 NOLLYENDISNGD
NOLLYNILSE]
0 0 a JRAIOA
SIWNIOA o _
£700d 7 0od 1004 | ganinyalaann | 99/8401 | 0T [ A 30vu0Ls
NOUYNILS3T
FEF 1004 O 48) NOLLYNILSIC 76 IWATI0A IDHEN0S
¢ el NOLLYHOIN 3WTIOA
e



U.S. Patent Aug. 25, 2015 Sheet 15 of 23 US 9,116,632 B2

| ADD SOURCE VOLUME Tm])e
SOURCE STORAGE APPARATUS © [Sr A |¥ |
VIRTUAL Maximum | ACTUAL | ASSIGNED
D1} vouume | 'OPSIGB | ame™ | SIZEINUSE | HoOST A
W Wl 20000 10 5 Host B )
7 Wol2 20000 20 10 Host_B
W VWol3 20000 20 15 Host_C
1) wol 4 20000 10 5 Host_C
71 Vel 5 20000 50 40 Host D
1 wWol 6 20000 40 30 Host D
72T~y CONFRM | | CANCEL |
Fig. 24
1 S141
ACQUIRE LIST OF VIRTUAL VOLUMES FROM o
VIRTUAL VOLUME MANAGEMENT TABLE
EXCLUDE VIRTUAL VOLUMES INCLUDED IN VOLUME MIGRATION ,,fim
CONFIGURATION TEMPORARY INFORMATION TABLE

5151
STORE INFORMATION ON SELECTED VIRTUAL VOLUMES IN o~
VOLUME MIGRATION CONFIGURATION TEMPORARY INFORMATION TABLE
DENTIFY PERFORMANCE CLASSES TO WHICH VIRTUAL VOLUMES 3152
BELONG AND STORE PERFORMANCE CLASS ID'S ‘ad

Fig. 26
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NG? 1
SELECT SOURCE VOLUME P

SOURCE STORAGE APPARATUS: Sir B

1 VIRTUAL VOLUMIE | IOPS/GB | VOLUME BIZE | ASSIGNED HOST
4 Wil t 20000 10 Host B
Vol 2 20000 20 Host B
Vol 3 20000 20 Host C
Yiiol_4 20000 10 Host ©
Yol 5 20000 50 Host D
YVl 6 20000 40 Host D

| CONFIRM | | CANCEL |
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SELECT VIRTUAL VOLUMES OF DESIGNATED SGURCE /gj 1

YOLUME GROUP FROM VOLUME MIGRATION CONFIGURATION
TEMPORARY INFORMATION TABLE
¥ S162

EXCLUDE VIRTUAL VOLUMES ASSIGNED DESTINATION POCLID

Fig. 30

STORE POOL INFORMATION IN ENTRIES OF
SELECTED VIRTUAL VOLUMES IN DESTINATION POOL OF
VOLUME MIGRATION CONFIGURATION TEMPORARY INFORMATION TABLE

k4

CALCULATE ESTIMATED PERFORMANCE INCREASE/DECREASE s172
FROM VIRTUAL VOLUME PERFORMANCE i~
AND POOL PERFORMANCE AND STOREIT

Fig. 31
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STORAGE MANAGEMENT SYSTEM

BACKGROUND

This invention relates to management of volume migration
between storage apparatuses.

The background of this application includes Patent Litera-
ture 1. The volumes belonging to storage devices A to D are
virtually managed as a consolidation. A host recognizes the
plurality of storage devices A to D as a single virtual storage
device. The user can discretionally group the volumes of the
storage system into storage layers 1 to 3. For example, the
storage layer 1 may be defined as a highly reliable layer, the
storage layer 2 as a low-cost layer, and the storage layer 3 as
an archive layer. When the user designates volumes V1 and
V2 to be migrated on a group basis together with the desti-
nation storage layer, data is relocated.

Patent Literature 1: U.S. Pat. No. 7,395,396

SUMMARY

In the case of volume migration between different models,
for example, from a storage apparatus of an old model to a
storage apparatus of a new model, storage media mounted in
the source storage apparatus and the destination storage appa-
ratus are different in the type, capacity, and performance
capability. Accordingly, the storage administrator newly con-
figures volumes and pools in the destination storage appara-
tus. The storage administrator should pay attention to the
difference in performance capability of the volumes before
and after the migration in determining the configuration of the
destination storage apparatus.

The volume performance in the destination storage appa-
ratus depends on the performance of the pool in the destina-
tion storage apparatus to which the migrated volume belongs.
The performance of a pool depends on the sizes of storage
areas provided by storage devices and the performance of the
storage devices.

Traditional storage management systems, however, per-
form displaying information on pool configuration in the
destination storage apparatus and configuring pools sepa-
rately from displaying information on destination in volume
migration and configuring volume migration. Accordingly,
the storage administrator cannot efficiently pursue planning
of volume migration that satisfies desired performance
requirements.

An aspect of this invention is a storage management system
for managing source storage apparatuses including source
volumes and a destination storage apparatus to which the
source volumes are migrated, the storage management sys-
tem including a processor and a memory device. The memory
device holds: volume management information including
information on owner apparatuses and characteristics of the
source volumes; destination pool configuration management
information including sizes of volumes to be allocated from
storage device groups in the destination storage apparatus to
destination pools; and volume migration configuration man-
agement information including information on relations
between the source volumes and the destination pools. The
processor determines source volume groups to which the
source volumes belong based on the volume management
information. The processor determines sizes of volumes to be
allocated from the storage device groups to the destination
pools based on the destination pool configuration manage-
ment information. The processor determines sizes of volumes
to be migrated from the source volume groups to the destina-
tion pools based on the volume migration configuration man-
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2

agement information. The processor creates image data indi-
cating information on the determined sizes of volumes to be
allocated and the sizes of volumes to be migrated. The pro-
cessor outputs the image data to a display device.

An aspect of this invention provides appropriate support to
the storage administrator in planning of volume migration
between different storage apparatuses.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram schematically illustrating a gen-
eral configuration of a computer system;

FIG. 2 illustrates an example of hardware configuration of
a storage apparatus,

FIG. 3 schematically illustrates an example of logical con-
figuration of volumes a destination storage apparatus pro-
vides to a host apparatus and an example of relations among
volumes and storage device groups;

FIG. 4 illustrates an example of hardware configuration of
amanagement computer and an example of software configu-
ration of the computer system;

FIG. 5 illustrates a configuration example of a RAID group
management table in the management computer;

FIG. 6 illustrates a configuration example of a logical vol-
ume management table in the management computer;

FIG. 7 illustrates a configuration example of a pool man-
agement table in the management computer;

FIG. 8 illustrates a configuration example of a virtual vol-
ume management table in the management computer;

FIG. 9 illustrates an example of a Select Destination Stor-
age Apparatus window to appear first after start-up of a vol-
ume migration GUT;

FIG. 10 illustrates a configuration example of an available
storage device table in the management computer;

FIG. 11 is a flowchart illustrating processing to create or
update the available storage device table;

FIG. 12 illustrates an example of an image of a migration
configuration window appearing after the destination storage
apparatus Str_X has been selected in the Select Destination
Storage Apparatus window shown in FIG. 9;

FIG. 13 illustrates an example of a Create Destination Pool
window;

FIG. 14 illustrates a configuration result after three pools
have been created as destination pools;

FIG. 15 illustrates an example of a Select Logical Volume
to Allocate window to be displayed in response to drop of an
icon;

FIG. 16 is a flowchart illustrating an example of a method
for a GUI display control program to create a logical volume
list in the Select Logical Volume to Allocate window;

FIG. 17 illustrates an example of a destination pool con-
figuration temporary information table;

FIG. 18 is a flowchart of the processing performed by the
GUI display control program in response to press of a Con-
firm button 512;

FIG. 19 illustrates details of Step S124 in the flowchart of
FIG. 18;

FIG. 20 illustrates an example of a source volume perfor-
mance class table;

FIG. 21 illustrates an example of a performance increase/
decrease indication boundary value table;

FIG. 22 illustrates an example of a Change Increase/De-
crease Indication window created and displayed by the GUI
display control program in response to press of a Change
Increase/Decrease Indication button in the migration con-
figuration window;
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FIG. 23 illustrates an example of the migration configura-
tion window updated by the GUI display control program
after allocation of logical volumes to the pools in the desti-
nation storage apparatus;

FIG. 24 illustrates an example of an Add Source Volume
window created and displayed by the GUI display control
program in response to press of an Add Source Volume button
in the migration configuration window;

FIG. 25 is a flowchart of processing of the GUI display
control program to create a list of volumes to be displayed in
the Add Source Volume window;

FIG. 26 is a flowchart of processing of the GUI display
control program performed in response to press of a Confirm
button in the Add Source Volume window;

FIG. 27 illustrates a configuration example of a volume
migration configuration temporary information table;

FIG. 28 illustrates the migration configuration window
after addition of source volumes through the processing with
the Add Source Volume window;

FIG. 29 illustrates an example of a Select Source Volume
window displayed in response to drop of an icon;

FIG. 30 is a flowchart illustrating an example of processing
to create a source volume list in the Select Source Volume
window;

FIG. 31 is a flowchart illustrating an example of processing
of'the GUI display control program in response to press of a
Confirm button in the Select Source Volume window;

FIG. 32 illustrates the volume migration configuration
temporary information table after destination pools have been
specified for source volumes;

FIG. 33 illustrates the migration configuration window
after destination pools have been specified;

FIG. 34 illustrates an example of the migration configura-
tion window allowing a choice between storage apparatuses
and hosts as a basis to form source volume groups; and

FIG. 35 illustrates an example of receiving selection of a
source volume group to be indicated in the migration con-
figuration window.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Hereinafter, an embodiment of this invention is described
with reference to the accompanying drawings. It should be
noted that the embodiment is merely an example to realize
this invention and is not to limit the technical scope of this
invention. Throughout the drawings, elements common to
some drawings are denoted by the same reference signs
unless particularly mentioned.

This embodiment discloses a system and a method for
supporting planning of volume migration between storage
systems. This system indicates the sizes of volumes allocated
from each storage device group to destination pools and the
sizes of volumes to be migrated from each storage device
group to destination pools in the same window. As aresult, the
storage administrator can grasp the pool configuration in a
destination storage apparatus and the relationship between
volumes and destination pools through the image on the dis-
play, achieving effective planning in view of volume perfor-
mance before and after the migration.

The system of this embodiment categorizes source vol-
umes into groups and indicates the sizes of volumes to be
migrated from the source volume groups to destination pools.
Further, it categorizes the storage devices in the destination
storage apparatus into groups and indicates the sizes of vol-
umes allocated from the storage device groups to the desti-
nation pools. As a result, the storage administrator can easily
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4

grasp the overall storage system even if a large number of
source volumes and destination storage devices exist.

The system ofthis embodiment further accepts instructions
specifying the sizes of volumes to be allocated to the desti-
nation pools and the sizes of volumes to be migrated to the
destination pools with the image on the display. As a result,
the storage administrator can determine the configuration of
destination pools and the destinations of volumes to be
migrated while overviewing both of the source storage appa-
ratuses and the destination storage apparatus.

FIG. 1 is a block diagram schematically illustrating a gen-
eral configuration of a computer system in this embodiment.
The computer system includes a host apparatus (hereinafter,
occasionally referred to as host), a management computer
102, a plurality of source storage apparatuses 105, and a
plurality of destination storage apparatuses 106. The numbers
of host apparatuses, management computers, and storage
apparatuses each depend on the design.

The host apparatus 101, the management computer 102,
and the storage apparatuses 105 and 106 are connected to be
able to communicate with one another via a management
network 103. In an example, the management network 103 is
an IP network. The management network 103 may also be a
network other than the IP network as far as it is a network for
data communication.

The host apparatus 101 and the storage apparatuses 105
and 106 are connected via a data network 104. The host
apparatus 101 is an apparatus that accesses the resources of
the storage apparatuses 105 and 106 to provide services. The
data network 104 is a network for data communication; in an
example, it may be a SAN (Storage Area Network). The data
network 104 may be a network other than the SAN as far as it
is a network for data communication. The data network 104
and the management network 103 may be the same network.

The storage apparatuses 105 and 106 have different speci-
fications but can have the same basic configuration. Accord-
ingly, a configuration example of the storage apparatus 106 is
specifically described hereinafter. FIG. 2 illustrates an
example of the hardware configuration of the storage appa-
ratus 106.

The storage apparatus 106 includes a first storage device
group 207, a second storage device group 208, a third storage
device group 209, and a controller 210. For example, the first
storage device group 207, the second storage device group
208, and the third storage device group 209 are an SL.C SSD
(Single Level Cell Solid State Drive) group, an MLC SSD
(Multi Level Cell Solid State Drive) group, and a SAS HDD
(Serial Attached SCSI Hard Disk Drive) group, respectively.
The source storage apparatus 105 may have only a single type
of storage devices.

The controller 210 includes a processor 203, a program
memory 206, a cache memory 204, a disk controller 205, a
data interface 201, and a management interface 202. These
are connected to be able to communicate with one another via
an internal bus 215.

The processor 203 (controller 210) executes a storage con-
trol program and other necessary programs to implement
predetermined functions including control of I/Os from the
host apparatus 101 and management and control of pools and
volumes in the storage apparatus 106. The program memory
206 stores programs executed by the processor 203 and data
therefore.

The cache memory 204 temporarily stores user data of the
host apparatus 101. Specifically, it temporarily stores write
data from the host apparatus 101 and then transfers it to one of
the storage device groups 207 to 209. It also temporarily
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stores read data to be transferred from one of the storage
device groups 207 to 209 to the host apparatus 101.

The disk controller 205 has a function to convert a protocol
used for communication between the storage device groups
207 to 209 and the controller 210 into a protocol used inside
the storage controller 210. The data interface 201 and the
management interface 202 are connected to the data network
104 and the management network 103, respectively, and have
functions to convert the respective protocols used for com-
munication in the networks to a protocol used inside the
controller 201.

FIG. 3 schematically illustrates an example of logical con-
figuration of volumes the destination storage apparatus 106
provides to the host apparatus 101 and an example of rela-
tionship among the volumes and the storage device groups
207 to 209. The source storage apparatus 105 may provide
pools and virtual volumes or alternatively, may provide only
normal logical volumes.

The controller 210 configures a pool 320 that consists of a
plurality of unit storage areas (pages). In the example of F1G.
3, the pool 320 consists of a plurality of logical volumes (real
volumes) and each logical volume consists of a plurality of
pages. The controller 210 can create a plurality of pools. The
controller 210 creates a virtual volume 301 that is allocated
storage areas (pages) in the pool 320. The virtual volume 301
is provided to the host apparatus 101.

The pool is hierarchically tiered into a plurality of storage
tiers, which may be different in access performance capabil-
ity. In this example, the pool 320 consists of three storage tiers
321 to 323. The storage tier 1 (321) has the highest access
performance capability and the storage tier 3 (323) has the
lowest. In this example, the storage tiers 321 to 323 include
logical volumes 303 to 305, respectively, by way of example.
The storage tiers 321 to 323 each include one or more logical
volumes.

The storage device groups 207 to 209 provide storage areas
for the storage tiers 321 to 323, respectively. The first storage
device group 207 is composed of a first type of storage
devices; FIG. 3 shows two first-type storage devices 3094 and
3095, by way of example. The second storage device group
208 is composed of second type of storage devices; FIG. 3
shows two second-type storage devices 310a and 31056, by
way of example. The third storage device group 209 is com-
posed of third type of storage devices; FIG. 3 shows two
third-type storage devices 311a and 3115, by way of example.

The three types of storage devices in the storage device
groups 207 to 209 are different in access performance capa-
bility. In this example, the first type of storage devices has the
highest performance capability and the third type of storage
devices have the lowest performance capability. The access
performance is expressed in indices such as response time and
throughput. Typically, redundant arrays of inexpensive disks
(RAID) composed of a plurality of storage devices provide a
plurality of logical volumes.

The controller 210 configures logical volumes different in
access performance capability from storage areas provided
by the storage device groups 207 to 209. As mentioned above,
the logical volume 303 composed of storage arcas of the
storage device group 207 has the highest access performance
capability and the logical volume 305 composed of storage
areas of the storage device group 209 has the lowest access
performance capability.

In the pool 320, each volume is composed of a plurality of
pages. Pages are unit storage areas to manage virtual volumes
and pools. In the example of FIG. 3, the logical volume 303
includes pages 315¢ and 3156. The logical volume 304
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includes pages 316a and 3165. The logical volume 305
includes pages 317a and 3175.

A volume provided to the host apparatus 101 is a virtual
volume and its capacity is virtualized. Every time the virtual
volume 301 is written by the host apparatus 101 to become in
need of a data storage area, the controller 210 allocates a page
to the virtual volume 301. In the example of FIG. 3, the virtual
volume 301 includes virtual pages 3024 to 302d.

The virtual pages 3024 to 3024 have been allocated logical
pages (real pages): the virtual page 302a has been allocated
the logical pages 315a in the logical volume 303 of the stor-
age tier 1 (321); the virtual page 3025 has been allocated the
logical page 3155 in the logical volume 303 of the storage tier
1 (321); the virtual page 302¢ has been allocated the logical
page 31754 in the logical volume 305 of the storage tier 3
(323); and the virtual page 3024 has been allocated the logical
page 316¢a in the logical volume 304 of the storage tier 2
(322).

The storage apparatus 106 can configure the capacity of the
virtual volume 301 recognized by the host apparatus 101
larger than the real size (total size of all logical pages) allo-
cated to the virtual volume 301.

Inresponse to a write from the host apparatus 101 to an area
in the virtual volume 301 which has not been allocated a page,
the controller 210 newly allocates a logical page to the virtual
volume 301. The controller 210 releases a logical page that
has been allocated to the virtual volume 301 but does not hold
user data.

In an example, in response to a write from the host appa-
ratus 101 to the virtual volume 301, the controller 210 newly
allocates a required size of page from the highest-class stor-
age tier 1 (301) of the pool 320 to the virtual volume 301. The
controller may determine the storage tier for the page to be
written by a different method.

FIG. 4 illustrates an example of hardware configuration of
the management computer 102 and an example of software
configuration of the computer system. The management com-
puter 102 includes a management interface 254, a processor
251, a memory 255 of a primary storage device, a secondary
storage device 252, an input device 253, and a display device
256. The management computer 102 executes management
software to work in accordance with it. The devices in the
management computer 102 are connected via a bus to be able
to communicate with one another.

The input device 253 includes one or more devices such as
apointer, a keyboard, and others. The administrator can oper-
ate the management computer 102 with these input devices
253 and the display device 256; alternatively, the administra-
tor may access the management computer 102 from a client
computer connected via a network 103. The client computer
is included in the management system together with the man-
agement computer 102.

The administrator inputs necessary information with an
input device 253 and checks the necessary information by
sight with a display device 256. The management system may
be configured with one or more computers; it may include a
plurality of servers each having a part or all of the functions of
the management computer 102.

The processor 251 executes programs held in the memory
255 to implement predetermined functions of the manage-
ment computer 102. The memory 255 stores programs to be
executed by the processor 251 and information required to
execute the programs. The programs include not shown OS
and other programs in addition to the management programs.

The management software includes a plurality of programs
(modules) and information used by the programs. In this
example, the management software includes a GUI display
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control program 231, a storage information collection pro-
gram 232, and a migration control program 233. Furthermore,
the management software includes GUI temporary informa-
tion tables 241, a virtual volume management table 242, a
logical volume management table 243, a pool management
table 244, and a RAID group management table 245.

In typical, the management software is loaded from the
secondary storage device 252 to the memory 255. The sec-
ondary storage device 252 is a storage device including a
non-volatile non-transitory storage medium for storing infor-
mation (including programs and data) required to implement
predetermined functions of the management computer 102.
The secondary storage device 252 may be an external storage
device connected via a network.

The source storage apparatus 105 includes a control pro-
gram 151, a virtual volume management table 152, a logical
volume management table 153, a pool management table
154, and a RAID group management table 155. The destina-
tion storage apparatus 106 includes a control program 161, a
virtual volume management table 162, a logical volume man-
agement table 163, a pool management table 164, and a RAID
group management table 165.

The control programs 151 and 161 control the storage
apparatuses 105 and 106, respectively, so that they perform
necessary processing. In this embodiment, the control pro-
grams 151 and 161 send and receive necessary information to
and from the management computer 102 and further, update
management information and perform volume migration in
accordance with instructions from the management computer
102.

The management computer 102 acquires necessary infor-
mation from the storage administrator and the storage appa-
ratuses 105 and 106 to create and update tables. The storage
information collection program 232 collects necessary infor-
mation from the source storage apparatus 105 and the desti-
nation storage apparatus 106 and updates tables. The GUI
display control program 231 updates tables in accordance
with information acquired from the storage administrator
through the input device 253.

The tables 242 to 245 in the management computer 102
each have united information of the information in the tables
having the identical names in the storage apparatuses 105 and
106. As will be described later, the tables 242 to 245 in the
management computer 102 include the IDs of the storage
apparatuses in addition to the information of the tables having
the identical names in the storage apparatuses 105 and 106.

The programs are executed by a processor to perform pre-
determined processing. Accordingly, a description having a
subject of program in this embodiment may be replaced by a
description having a subject of processor. Alternatively, pro-
cessing performed by a program is processing performed by
the apparatus (such as the storage apparatus 105 or 106, the
management computer 102, or the host apparatus 101) and
the system which run the program.

The processor operates in accordance with a program to
work as a functional part (means) to implement a predeter-
mined function. Moreover, the processor also works as func-
tional parts to implement different processing executed by
each program. The apparatus and the system including the
processor are an apparatus and a system including these func-
tional parts (means).

In this embodiment, the information used by the system
does not depend on the data structure and may be expressed in
any data structure. For example, a data structure appropriately
selected from table, list, database, and queue can store the
information. In describing the information, terms such as
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identification information, identifier, name, 1D, and number
are used; these are replaceable with one another.

FIG. 5 is a configuration example of the RAID group
management table 245 in the management computer 102. The
RAID group management table 245 manages association
relations between storage devices in the storage apparatuses
105 and 106 and RAID groups and characteristics of the
RAID groups. The term “characteristics of a RAID group”
inclusively represents the capacity and the I/O performance
capability of the RAID group. In this embodiment, the I/O
performance is expressed in [[OPS/GB], but the unit of mea-
surement of performance is not limited to this.

The storage information collection program 232 collects
information from the RAID group management tables 155
and 165 in the storage apparatuses 105 and 106 and stores it
in the RAID group management table 245. The RAID group
management tables 155 and 165 each manage only the local
RAID groups of an apparatus. However, the RAID group
management table 245 has a column for storing the IDs of
storage apparatuses so as to manage information of a plurality
of storage apparatuses.

The “RAID group performance” indicates an estimated I/O
performance value of a logical volume cut out from a RAID
group. In the example of FIG. 5, the RAID group perfor-
mance is equal to the storage device performance of the
storage devices constituting the RAID group. Unlike this, the
RAID group performance value may be calculated by a func-
tion of a variable of the storage device performance. The
control program 151 or 161 in the storage apparatus or the
storage information collection program 232 calculates the
RAID group performance with a formula equipped therewith
beforehand.

In this example, the RAID group IDs are identifiers unique
to a storage apparatus. A RAID group consists of a plurality of
storage devices and the number of storage devices constitut-
ing a RAID group depends on the design. The “storage media
type” of a RAID group is the same as the type of the storage
devices constituting the RAID group. In this embodiment, a
RAID group consists of the same storage media type of stor-
age devices.

FIG. 6 illustrates a configuration example of the logical
volume management table 243 in the management computer
102. The logical volume management table 243 manages
association relations between logical volumes and their
owner apparatuses and characteristics of the logical volumes.

The storage information collection program 232 collects
information from the logical volume management tables 153
and 163 in the storage apparatuses 105 and 106 and stores it
in the logical volume management table 243. The logical
volume management tables 153 and 163 each manage only
the local logical volumes of an apparatus. However, the logi-
cal volume management table 243 manages information of a
plurality of storage apparatuses; accordingly, it includes a
column for storing the IDs of the storage apparatuses.

The term of owner apparatus of a logical volume inclu-
sively represents the storage apparatus providing the logical
volume, the host apparatus that accesses the logical volume,
and the RAID group from which the logical volume is cut out.
The logical volume management table 243 further includes
the pool to which the logical volume is allocated. If any value
is contained in the column of “assigned host” or “assigned
pool”, the logical volume is in use.

The term of characteristics of a logical volume inclusively
represents the capacity and the /O performance capability
(“logical volume performance”) of the logical volume. The
“logical volume performance” indicates the estimated 1/O
performance value of the logical volume. In the example of
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FIG. 6, the logical volume performance is equal to the RAID
group performance of the RAID group from which the logical
volume is cut out. Unlike this, the logical volume perfor-
mance may be calculated by a function of a variable of the
storage device performance. The control program 151 or 161
in the storage apparatus or the storage information collection
program 232 calculates the logical volume performance with
a formula equipped therewith beforehand.

FIG. 7 illustrates a configuration example of the pool man-
agement table 244 in the management computer 102. The
pool management table 244 manages characteristics of pools
and association relations between pools and logical volumes
allocated to the pools.

The storage information collection program 232 collects
information from the pool management tables 154 and 164 in
the storage apparatuses 105 and 106 and stores it in the pool
management table 244. The pool management tables 154 and
164 each manage only the local pools of an apparatus. How-
ever, the pool management table 243 manages information of
a plurality of storage apparatuses; accordingly, it includes a
column for storing the IDs of the storage apparatuses.

The term of characteristics of a pool inclusively represents
the capacity and the I/O performance capability (“pool per-
formance”) of the pool. The “pool performance” indicates an
estimated I/O performance value of a virtual volume cut out
from the pool. The control program 151 or 161 in the storage
apparatus or the storage information collection program 232
calculates the value with a formula equipped therewith
beforehand and stores the calculated value in the column of
the “pool performance”.

Various formulae can be considered to calculate the pool
performance. For example, the following formula may be
used: Pool performance=3(Performance of a logical volume
of'the poolxCapacity of the same logical volume+Capacity of
the pool). In this formula, 2 represents the sum for all the
logical volumes constituting the pool.

FIG. 8 illustrates a configuration example of the virtual
volume management table 242 in the management computer
102. The virtual volume management table 242 manages
association relations between virtual volumes and owner
apparatuses, association relations between virtual volumes
and pools the virtual volumes belong to, and characteristics of
the virtual volumes. In this example, a source volume in
migration is a virtual volume; however, the source volume
may be a logical volume.

The storage information collection program 232 collects
information from the virtual volume management tables 152
and 162 in the storage apparatuses 105 and 106 and stores it
in the virtual volume management table 242. The virtual
volume management tables 152 and 162 each manage only
the local virtual volumes of an apparatus. However, the virtual
volume management table 242 manages information of a
plurality of storage apparatuses; accordingly, it includes a
column for storing the IDs of the storage apparatuses.

The term of owner apparatus of a virtual volume inclu-
sively represents the storage apparatus providing the virtual
volume and the host apparatus that accesses the virtual vol-
ume. The term of characteristics of a virtual volume inclu-
sively represents the maximum size, the actual size inuse, and
the performance capability (“virtual volume performance”)
of the virtual volume.

The “virtual volume performance” indicates an estimated
performance value of a virtual volume. In the example of FIG.
8, the virtual volume performance is equal to the pool perfor-
mance of the pool from which the virtual volume is cut out.
Unlike this, it may be calculated with a formula held by the
control program 151 or 161 in the storage apparatus or the
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storage information collection program 232 beforehand or
alternatively, an actual measured value may be stored.

Hereinafter, configuring volume migration with the man-
agement computer 102 is described. The storage administra-
tor can select a destination storage apparatus 106 and specify
a pool configuration in the destination storage apparatus 106
with the management computer 102. Further, the storage
administrator can specify source volumes and destination
pools of the source volumes with the management computer
102.

First, an example of a configuration result is described.
FIG. 33 illustrates an example of an image indicating a result
of configuration of volume migration in this embodiment.
The GUI display control program 231 creates image data of
this image. This example is to migrate volumes from three
source storage apparatuses Str_A, Str_B, and Str_C to one
destination storage apparatus Str_X.

The source volumes are logical volumes or virtual vol-
umes. The storage administrator configures migration of all
or a part of the volumes in the three source storage appara-
tuses Str_A, Str_B, and Str_C. Migration of all volumes in
one storage apparatus is also called storage apparatus migra-
tion.

In this example, the management computer 102 uses the
same GUI image to receive inputs of configuration data as
well as to display a configuration result. The management
computer 102 may display an image showing a configuration
result different from an image for receiving configuration
data. A migration configuration window 35 includes a Create
Destination Pool button 371, an Add Source Volume button
372, a Change Increase/Decrease Indication button 373, and
an Execute Migration button 374; details of these buttons will
be described later.

The migration configuration window 35 includes a volume
destination configuration section 351 and a storage device
allocation section 354. The volume destination configuration
section 351 includes a source volume section 352 and a des-
tination pool section 353. The storage device allocation sec-
tion 354 includes a destination storage device section 355 and
destination pool section 356.

The migration configuration window 35 includes a section
357. The section 357 includes destination pool sections 353
and 356, and a pool characteristics section 380. In this
embodiment, a section included in a section is also called a
subsection.

The volume destination configuration section 351 indi-
cates relations between source volume groups (source vol-
umes) and destination pools. Each row indicates information
on one source volume group. A source volume group consists
of one or more source volumes. Indicating information on
each source volume group instead of each source volume
allows the storage administrator to easily grasp the entirety of
the destination pools and the source volumes.

The source volume section 352 indicates the source storage
apparatus to which the source volume group belongs, 1/O
performance capability of the source volume group, and the
volume size for which destination pools have not been deter-
mined (the size of destination undetermined volumes) for
each source volume group. The /O performance capability
will be described later. The volume size represents a total size
of source volumes.

In this example, the source volume groups are formed
depending on the storage apparatus including the source vol-
ume and the /O performance. That is to say, source volumes
belonging to the same storage apparatus and the same 1/O
performance class belong to the same source volume group.
Categorizing the source volumes into groups depending on
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the 1/O performance enables clear indication of changes in
1/0O performance between before and after volume migration.
The performance class of source volumes will be described
later.

The size of destination undetermined volumes is indicated,
in each cell, with a numerical value and a horizontal bar
having a length corresponding to the numerical value. The
broken line indicates the total volume size of the source
volume group. For example, as to the source volume group
having an 1/O performance capability of “15K-17K” in the
storage apparatus Str_A, the size of destination undetermined
volumes is 100 GB.

The destination pool section 353 indicates the sizes of
volumes to be migrated from each source volume group to
individual pools. In this example, three pools Pool_1, Pool_2,
and Pool_3 are prepared and each column indicates informa-
tion on a pool.

A cell for a source volume group in a column of a pool
indicates the size of volumes to be migrated from the source
volume group to this pool. The cell indicates the size of
volumes to be migrated with a numerical value and a hori-
zontal bar having a length corresponding to the numerical
value. For example, the sizes of volumes to be migrated from
the source volume group having an I/O performance capabil-
ity of 15K-17K in the storage apparatus Str_A to the pools
Pool_1, Pool_2, and Pool_3 are 100 GB, 200 GB, and 0 GB,
respectively.

A pool column has a width corresponding to the capacity of
the pool. The relationship between the capacity of the pool
and the width of the pool column applies to the relationship
between the size of volumes to be migrated to the pool and the
length of the horizontal bar. In each pool column, the hori-
zontal bars representing the sizes of volumes to be migrated
are disposed so as not to overlap in the row direction and
correspond to a single bar in a stacked bar graph. Indicating
the pool capacity of a pool and the sizes of volumes to be
migrated to the pool in such a stacked bar graph enables the
storage administrator to easily understand their relations.

The destination pool section 353 indicates the size of used
space of each pool in the bottom row. The size of the used
space is equal to the total size of volumes to be migrated. The
used space of each pool may be indicated with a horizontal
bar like the size of volumes to be migrated.

In the destination pool section 353, the horizontal bars
representing the volumes to be migrated have graphic pat-
terns corresponding to the rates of increase or decrease in
volume performance. The storage administrator can easily
note the changes in performance between before and after
volume migration to determine the destinations in accordance
with the changes.

In this example, the increase/decrease rate in volume per-
formance is classified into four ranges: increase by 50% or
more, increase by 20% or more and less than 50%, increase/
decrease by less than 20%, and decrease by 20% or more. The
performance increase/decrease indication ranges are defined
beforehand or defined by inputs of the storage administrator.
The increase or decrease in performance between before and
after migration can be calculated from the I/O performance of
the source volume group and the I/O performance of the
destination pool. The performance classes for source volume
groups are determined depending on the performance
increase/decrease indication ranges. These will be described
later.

The storage device allocation section 354 indicates infor-
mation on characteristics of each storage device group in the
destination storage apparatus and the volume size allocated
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from each storage device group to individual pools. A row
indicates information on a storage device group.

In this example, the storage devices groups are formed
based on the storage media type and the /O performance.
That is to say, storage devices of the same storage media type
and having the same I/O performance capability belong to the
same storage device group. In this example, each storage
device group corresponds to each tier of the pools. Multiple
storage device groups may provide their storage areas to a tier.
For example, storage device groups of different storage media
types and having the same [/O performance capability may
provide their storage areas to a tier.

The destination storage device section 355 indicates char-
acteristic information on each storage device group in the
destination storage apparatus. Each row indicates informa-
tion on a storage device group, in this example, information of
the storage media type, the I/O performance capability, the
total volume size, and the size of volumes unallocated to a
pool with respect to the storage device group. The size of
unallocated volumes is indicated with a numerical value and
a horizontal bar, which has a length corresponding to the
numerical value for the size of unallocated volumes.

The destination pool section 356 indicates the sizes of
volumes allocated from each storage device group to indi-
vidual pools. In this example, three pools, Pool_1, Pool_2,
and Pool_3 are prepared and each column indicates informa-
tion on a pool.

A cell for a storage device group in a pool column indicates
the size of volumes allocated from the storage device group to
this pool. The cell indicates the size of allocated volumes with
a numerical value and a horizontal bar having a length corre-
sponding to the numerical value. For example, the sizes of
volumes allocated from the second storage device group
(SSD (MLC), 20K [IOPS/GB]) to the pools Pool_1, Pool_2,
and Pool_3 are 200 GB, 300 GB, and 0 GB, respectively.

A pool column has a width corresponding to the capacity of
the pool. In this example, the widths of the pool columns in
the destination pool section 356 are the same as the widths of
the columns of the same pools in the destination pool section
353 and the columns of these sections are aligned in the row
direction.

In each pool column, the horizontal bars representing the
allocated volumes are disposed so as not to overlap in the row
direction and correspond to a single bar in a stacked bar graph.
Indicating the pool capacity of a pool and the sizes of volumes
allocated to the pool in such a stacked bar graph enables the
storage administrator to easily understand their relations.

The pool characteristics section 380 indicates characteris-
tic information on each pool. In this example, the pool char-
acteristics section 380 indicates the I/O performance capabil-
ity, the capacity, and the size of unused space of each pool in
numerical values. The pool columns for the pools Pool_1,
Pool_2, and Pool_3 are continued from the columns of the
corresponding pools in the destination pool section 356.

As described above, this example indicates the sizes of
volumes allocated from each storage device group in the
destination storage apparatus to the pools, the volume sizes of
the source volume groups, and the sizes of volumes to be
migrated from each source volume group to the pools. The
storage administrator can pursue planning of volume migra-
tion between storage apparatuses considering performance of
volumes before and after the migration even if the migration
is for a large number of source volumes.

In the example of FIG. 33, the cells indicating both of a
horizontal bar and a numerical value may indicate either one
of them. The change in I/O performance capability between
before and after the volume migration may be indicated by a
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manner different from the graphic pattern of the horizontal
bar or omitted from the indication. The horizontal bars in one
column may be started from the same position in the row
direction.

The management computer 102 can provide the same
information in FIG. 33 with a different image configuration.
For example, the relationship between rows and columns in
the foregoing example may be opposite. The source volume
groups may be defined on a basis different from the /O
performance capability, for example, the capacity.

Hereinafter, described is an example of a procedure using
the volume migration GUI to obtain the example of the con-
figuration result shown in FIG. 33. FIG. 9 is an example of a
Select Destination Storage Apparatus window 21 which
appears first after start-up of the volume migration GUI. The
GUI display control program 231 creates this image and
outputs it to the display device 256.

The display device 256 presents this image to the storage
administrator. The storage administrator selects a destination
storage apparatus 106 from a pull-down listina section 211 in
the Select Destination Storage Apparatus window 21. Upon
selection of a Confirm button 212, the processing of a flow-
chart in FIG. 11 is started, which will be described later.

FIG. 10 illustrates a configuration example of an available
storage device table 247 in the management computer 102.
The available storage device table 247 is included in the GUI
temporary information tables 241 in the management com-
puter 102. The available storage device table 247 stores infor-
mation on logical volumes that can be allocated to a pool in
the selected destination storage apparatus 106. This table 247
is created in accordance with the processing flow of FIG. 11
when the storage administrator presses the Confirm button
212 in the GUI image shown in FIG. 9 after selecting the
destination storage apparatus 106.

FIG. 11 is a flowchart of an example of processing to create
or update the available storage device table 247. The GUI
display control program 231 operates in accordance with this
flowchart. In response to selection of the Confirm button 212
with the input device 253, the GUI display control program
231 selects unused logical volumes in the storage apparatus
selected as the destination from the logical volume manage-
ment table 243 (S101). The unused logical volumes are logi-
cal volumes for which neither an “Assigned Host” nor an
“Assigned Pool” is specified in the logical volume manage-
ment table 243.

The GUI display control program 231 searches the RAID
group management table 245 for the selected logical volumes
using their respective RAID group IDs as keys to acquire the
“Storage Media Type” of the logical volumes (S102). The
GUI display control program 231 stores information of the
1Ds, the capacities, and the performance capabilities of the
logical volumes acquired from the logical volume manage-
ment table 243 and information of the storage media types
acquired from the RAID group management table 245 to the
available storage device table 247 (S103).

FIG. 12 illustrates an example of an image of the migration
configuration window 35 which is presented after the desti-
nation storage apparatus Str_X has been selected in the Select
Destination Storage Apparatus window 21 in FIG. 9. The
destination storage device section 355 in the storage device
allocation section 354 indicates information on the media
types of the destination storage apparatus Str_X. The source
volumes and the pool configuration of the destination storage
apparatus Str_X have not been specified yet; the cells in the
other sections are blank.

The GUI display control program 231 categorizes the stor-
age devices available in the destination storage apparatus
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Str_X by storage media type and logical volume performance
capability into groups with reference to the available storage
device table 247. In this example, three groups different in
storage media type are created. Categorizing the available
storage devices into groups allows the storage administrator
to easily grasp the entirety even if the destination storage
apparatus has a large number of logical volumes.

The GUI display control program 231 further calculates
the total size of volumes of each storage device group. The
GUI display control program 231 creates image data for the
migration configuration window 35 including the informa-
tion on the storage devices in the destination storage appara-
tus Str_X obtained by the calculation and outputs it to the
display device 256.

The GUI display control program 231 receives designation
of'source volumes and destination pools through inputs to the
volume destination configuration section 351. Further, it
receives instructions to create pools and specifications about
which storage device group should allocate how much space
to each pool.

When the storage administrator presses the Create Desti-
nation Pool button 371 in the migration configuration window
35 of FIG. 12 with the input device 253, the GUI display
control program 231 outputs image data for a Create Desti-
nation Pool window 41 shown in FIG. 13 to the display device
256. The storage administrator enters a pool ID for the pool to
be created in the field 411.

Upon press of a Confirm button 412, the GUI display
control program 231 creates a column for the pool in the
destination pool section 357 (subsections 353, 356, and 380)
in the migration configuration window 35. The storage
administrator may repeat pressing the Create Destination
Pool button 371 to create a plurality of pools.

FIG. 14 shows a configuration result after creation of three
pools Pool_1, Pool_2, and Pool_3 as destination pools.
Although the pools Pool_1, Pool_2, and Pool_3 have been
defined, the pools Pool_1, Pool_2, and Pool_3 have not been
allocated logical volumes (storage areas of storage devices)
yet.

The GUI display control program 231 receives instructions
for allocation of a logical volume (a storage area of a storage
device) to a pool by drag and drop of an icon 361 (graphic
component). This operation enables easy configuration on the
same window. Each row in the destination storage device
section 355 includes an icon 361.

The storage administrator drags and drops the icon 361
from the destination storage device section 355 to a cell in the
destination pool section 356. Through this operation, some
space can be allocated from the storage device group corre-
sponding to the cell where the icon 361 is included to the pool
corresponding to the cell where the icon is dropped. In the
example of FIG. 14, the GUI display control program 231
allocates some space from the storage device group of SSD
(SLC) to the pool Pool_2.

FIG. 15 illustrates an example of a Select Logical Volume
to Allocate window 51 to be displayed in response to drop of
the icon 361. The GUI display control program 231 creates
image data for the Select Logical Volume to Allocate window
51 and outputs it to the display device 256.

The Select Logical Volume to Allocate window 51 indi-
cates a list 511 of unused logical volumes in the selected
storage device group. The logical volumes in the list 511 are
candidate logical volumes to be allocated to the selected
destination pool. In this example, the list 511 indicates char-
acteristics of the logical volumes, which are the storage media
type, the I/O performance capability, and the capacity.
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FIG.16is a flowchart illustrating an example of the method
for the GUI display control program 231 to create the list of
logical volumes in the Select Logical Volume to Allocate
window 51. The GUI display control program 231 selects the
logical volumes in the selected storage device group from the
available storage device table 247 (S111). As described
above, storage device groups are identified by the storage
media type and the logical volume performance capability.

The GUI display control program 231 excludes the logical
volumes that have already been allocated to some destination
pool from the logical volumes selected from the available
storage device table 247.

Specifically, the GUI display control program 231 searches
a destination pool configuration temporary information table
248. The destination pool configuration temporary informa-
tion table 248 indicates logical volumes that have already
been allocated to pools. Details of the destination pool con-
figuration temporary information table 248 will be described
later. If any logical volume is included in the destination pool
configuration temporary information table 248, the GUI dis-
play control program 231 excludes the logical volume from
the logical volumes to be indicated in the list 511 (S112).

FIG. 17 illustrates an example of the destination pool con-
figuration temporary information table 248. The destination
pool configuration temporary information table 248 is
included in the GUI temporary information tables 241. The
destination pool configuration temporary information table
248 holds configuration information for allocation of logical
volumes (areas of storage devices) to pools specified in the
migration configuration window 35.

The destination pool configuration temporary information
table 248 indicates logical volumes allocated to each pool in
the destination storage apparatus 106. In this example, the
destination pool configuration temporary information table
248 includes characteristic information on logical volumes in
addition to the elements in the pool management table 244.

In this example, the destination pool configuration tempo-
rary information table 248 indicates the capacity and the I/O
performance capability of each pool. Furthermore, it indi-
cates the capacity, the I/O performance capability, and the
storage media type of each logical volume. The GUI display
control program 231 acquires information on each logical
volume from the available storage device table 247. The GUI
display control program 231 calculates the /O performance
capability of each pool in accordance with a predetermined
formula.

The characteristic information, namely, the capacity, the
1/0 performance capability, and the storage media type, on
each logical volume may be omitted. The destination pool
configuration temporary information table 248 including this
information enables speedy update of the information indi-
cated in the migration configuration window 35.

Returning to FIG. 15, the GUI display control program 231
receives selection of logical volumes by check in the corre-
sponding check boxes. Upon press of the Confirm button 512,
the GUI display control program 231 performs the processing
in accordance with the flowchart of FIG. 18.

In the flowchart of FIG. 18, the GUI display control pro-
gram 231 adds information on the logical volumes selected in
the Select Logical Volume to Allocate window 51 to the
destination pool configuration temporary information table
248 (S121). The GUI display control program 231 adds
entries for the selected logical volumes to be the entries of the
designated pool. The GUI display control program 231
acquires characteristic information on the logical volumes
from the available storage device table 247.
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The GUI display control program 231 recalculates the pool
capacity and pool performance capability of each pool
(S122). The pool capacity is a total size of all the logical
volumes allocated to the pool and the pool performance capa-
bility is calculated from I/O performance capabilities of the
allocated logical volumes in accordance with a predeter-
mined formula.

If pool performance capability of any pool has changed
(S123: YES), the GUI display control program 231 updates a
source volume performance class table 246 and a volume
migration configuration temporary information table 249
(S124).

FIG. 19 illustrates details of Step 124 in the flowchart of
FIG. 18. Before describing the flowchart of FIG. 19, a source
volume performance class table 246 and a performance
increase/decrease indication boundary table 292 are
described. FIG. 20 illustrates an example of the source vol-
ume performance class table 246 and FIG. 21 illustrates an
example of the performance increase/decrease indication
boundary table 292.

The source volume performance class table 246 is included
in the GUI temporary information tables 241. The source
volume performance class table 246 indicates classes of I/O
performance capability to be the references to define source
volume groups. The source volumes constituting a source
volume group are included in the same performance class.
The source volume performance class table 246 defines each
performance class with the lowest performance and the high-
est performance.

The performance increase/decrease indication boundary
table 292 is included in the GUI temporary information tables
241. The performance increase/decrease indication boundary
table 292 holds boundary values in indication of increase/
decrease in performance capability between before and after
migration in the migration configuration window 35. The
example of FIG. 21 defines four performance increase/de-
crease indication ranges: increase by 50% or more, increase
by 20% or more and less than 50%, increase/decrease by less
than 20%, and decrease by 20% or more.

The GUI display control program 231 calculates source
volume performance classes from the boundary values in
performance increase/decrease indication between before
and after migration. As a result, the volumes migrated from
the same source volume group to the same pool will be in the
same performance increase/decrease indication range.

Returning to FIG. 19, the GUI display control program 231
acquires all pool performance values of the created pools
from the destination pool configuration temporary informa-
tion table 248 (S131). The GUI display control program 231
calculates products of the acquired pool performance values
and each boundary value in the performance increase/de-
crease indication boundary table 292 (S132). The GUI dis-
play control program 231 sorts the obtained values in
descending order and excludes duplicate values (S133).

The GUI display control program 231 stores the remaining
values to the source volume performance class table 246 in
descending order (S134). As a result, the performance classes
of the source volumes are redefined in accordance with the
change in pool performance. With the new performance
classes, the volumes migrated from the same source volume
group to the same pool are in the same performance increase/
decrease indication range.

The GUI display control program 231 updates the perfor-
mance classes of the source volumes in the volume migration
configuration temporary information table 249 in accordance
with the redefined performance classes (S135). As will be
described later with reference to FIG. 27, the volume migra-
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tion configuration temporary information table 249 manages
relations between source volumes and destination pools
specified in the migration configuration window 35 and has a
column of performance classes of source volumes.

FIG. 22 illustrates an example of a Change Increase/De-
crease Indication window 73, which is created and displayed
by the GUI display control program 231 in response to press
of'the Change Increase/Decrease Indication button 373 in the
migration configuration window 35. The GUI display control
program 231 receives changes in boundary values in perfor-
mance increase/decrease indication through the Change
Increase/Decrease Indication window 73.

When the Confirm button 731 is pressed after values are
entered in the Change Increase/Decrease Indication window
73, the GUI display control program 231 updates the perfor-
mance increase/decrease indication boundary table 292 with
the entered values. Upon update of the performance increase/
decrease indication boundary table 292, the GUI display con-
trol program 231 executes the processing according to the
flowchart of FIG. 19.

FIG. 23 illustrates an example of the migration configura-
tion window 35 updated by the GUI display control program
231 after allocation of logical volumes to the pools Pool_1,
Pool_2, and Pool_3 in the destination storage apparatus.

The destination pool section 356 indicates the sizes of
logical volumes allocated to each pool on a storage device
group basis. One cell represents atotal size of logical volumes
allocated from one storage device group to one pool.

In the destination pool section 356, each column indicates
information on the sizes of volumes allocated to a pool; from
the top to the bottom, the sizes of volumes allocated from
storage device groups are provided in descending order of
performance capability. In each pool column, horizontal bars
are disposed so as not to overlap in the row direction. In this
way, each pool column indicates the sizes of volumes allo-
cated from storage device groups in the form of a stacked bar
graph.

The GUI display control program 231 determines the
lengths of the horizontal bars and the widths of the pool
columns in accordance with the sizes of the allocated vol-
umes. For example, the GUI display control program 231
determines the lengths of the horizontal bars and the width of
the pool column based on the products of a proportionality
coefficient and the sizes of allocated volumes. In the destina-
tion pool sections 356 and 353, the widths of the columns of
the same pool are the same.

The GUI display control program 231 calculates values of
the pool performance, the pool capacity, and the unused pool
space to be indicated in the pool characteristics section 380
for each pool from the size of volumes allocated to each pool.
The pool performance is calculated from the performance
capabilities and the sizes of allocated volumes of the storage
device groups with a predetermined formula. The pool capac-
ity and the unused pool space are both the total size of vol-
umes allocated to the pool.

In the destination storage device section 355, the size of
unallocated volumes in each storage device group decreases
in accordance with the size of volumes allocated to the pools.
The GUI display control program 231 subtracts the size of
allocated volumes from the total size of volumes in each
storage device group to obtain the size of unallocated vol-
umes and determines the length of the horizontal bar in accor-
dance with the value. For example, it employs the same
method of calculating the lengths of horizontal bars in the
destination pool section 356.

FIG. 24 illustrates an example of an Add Source Volume
window 72 created and displayed by the GUI display control
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program 231 in response to press of an Add Source Volume
button 372 in the migration configuration window 35. The
GUI display control program 231 receives selection of source
volumes through the Add Source Volume window 72.

The storage administrator designates a source storage
apparatus in the Add Source Volume window 72 and further
designates source volumes among the volumes in the source
storage apparatus. Press of a Confirm button 721 fixes the
inputs.

FIG. 25 is a flowchart of the processing of the GUI display
control program 231 to create a list of volumes to be displayed
in the Add Source Volume window 72. The GUI display
control program 231 acquires a list of virtual volumes from
the virtual volume management table 242 (S141). The list
includes information to be indicated in the Add Source Vol-
ume window 72; in this example, information on the owner
storage apparatus and the characteristics of each virtual vol-
ume is included.

The GUI display control program 231 excludes virtual
volumes included in the volume migration configuration tem-
porary information table 249 from the foregoing virtual vol-
ume list (S142). As will be described later, the volume migra-
tion configuration temporary information 249 manages
source volumes that have already been selected. Accordingly,
created is a list of unselected volumes.

Upon press of the Confirm button 721 in the Add Source
Volume window 72 in FIG. 24, the GUI display control pro-
gram 231 executes the processing illustrated in the flowchart
in FIG. 26. The GUI display control program 231 stores the
information on the selected virtual volumes in the volume
migration configuration temporary information table 249.
The GUI display control program 231 identifies the perfor-
mance classes to which the virtual volumes belong and stores
the IDs of the identified performance classes in the volume
migration configuration temporary information table 249.

FIG. 27 illustrates a configuration example of the volume
migration configuration temporary information table 249.
The volume migration configuration temporary information
table 249 is included in the GUI temporary information tables
241. The volume migration configuration temporary informa-
tion table 249 holds information on the source volumes and
their respective destination pools selected with the GUI in this
embodiment.

FIG. 27 shows the volume migration configuration tempo-
rary information table 249 after source volumes have been
added through the processing with the Add Source Volume
window 72. In FIG. 27, the volume migration configuration
temporary information table 249 holds information on the
source volumes but does not hold information on the desti-
nation pools since the destination pools have not been speci-
fied yet, and holds only information on the destination storage
apparatus Str_X for the information on the destination.

The volume migration configuration temporary informa-
tion table 249 stores information on the owner apparatuses
and the characteristics of the source volumes. For the infor-
mation on the owner apparatuses in this example, the owner
storage apparatus and the assigned host are held. For the
characteristic information, the maximum size, the actual size
in use, the volume performance, and the performance class
are held. The volume migration configuration temporary
information table 249 further holds information on the stor-
age apparatus and the pool performance of the destination
pool, and information on the performance increase/decrease
between before and after volume migration.

The information on the maximum size, the actual size in
use, the volume performance, and the assigned host of the
virtual volume may be omitted since other tables hold the
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same information. The volume migration configuration tem-
porary information table 249 holding these items enables
speedy update (creation) of the migration configuration win-
dow 35.

The GUI display control program 231 updates the migra-
tion configuration window 35 with the information on the
source volumes in the volume migration configuration tem-
porary information table 249. FIG. 28 shows the migration
configuration window 35 after source volumes have been
added through the processing with the Add Source Volume
window 72.

The GUI display control program 231 updates the infor-
mation indicated in the source volume section 352 in response
to the addition of source volumes. The GUI display control
program 231 updates the source volume section 352 in
response to every press of the Confirm button 721 in the Add
Source Volume window 72.

The GUI display control program 231 categorizes the
source volumes into groups depending on the performance
class to which the source volume belongs. The GUI display
control program 231 gathers the source volumes in the same
storage apparatus and belonging to the same performance
class into a source volume group. The GUI display control
program 231 calculates the capacity of each source volume
group by summing the capacities of the source volumes in the
source volume group.

The GUI display control program 231 creates and displays
entries of the created source volume groups in the source
volume section 352. The GUI display control program 231
indicates the sizes of destination undetermined volumes in
the source volume groups in numerals and graphs. Since no
volumes are allocated to the pools, the size of each source
volume group is equal to the size of the destination undeter-
mined volumes.

The GUI display control program 231 receives designation
of destination pools for source volumes (a source volume
group) by drag and drop of an icon 362. The operation of the
icon 362 enables easy designation of a destination pool on the
same window. Each row in the source volume section 352
includes an icon 362.

The storage administrator drags and drops the icon 362
from the source volume section 352 to a cell in the destination
pool section 353. Through this operation, the volumes can be
migrated from the source volume group of the cell including
the icon 362 to the pool corresponding to the cell where the
icon 362 is dropped.

In the example of FIG. 28, volume migration is specified
from the source volume group having a performance capabil-
ity of 15K-17K in the storage apparatus Str_B to the pool
Pool_2. The GUI display control program 231 may calculate
and display the increase/decrease in performance in the des-
tination pool before the drop.

FIG. 29 illustrates an example of a Select Source Volume
window 61 to be displayed in response to drop of the icon 362.
The GUI display control program 231 creates image data for
the Select Source Volume window 61 and outputs it to the
display device 256. This window offers easy configuration on
the same window to the storage administrator.

The Select Source Volume window 61 indicates volumes in
the source volume group designated in the migration configu-
ration window 35. The GUI display control program 231
receives selection of volumes to be migrated to the pool from
the storage administrator. Upon press of the Confirm button
611, the selection is fixed.

FIG. 30 illustrates a flowchart of an example of processing
to create a source volume list in the Select Source Volume
window 61. The GUI display control program 231 selects the
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virtual volumes of the source volume group designated in the
migration configuration window 35 from the volume migra-
tion configuration temporary information table 249 (S161).
The GUI display control program 231 selects the virtual
volumes having the source storage apparatus 1D and the per-
formance class ID of the designated source volume group.

The GUI display control program 231 excludes the virtual
volumes to which destination pool IDs have been assigned in
the volume migration configuration temporary information
table 249 from the virtual volumes selected at Step S161
(S162). The remaining virtual volumes are indicated in the
Select Source Volume window 61; they are selectable virtual
volumes.

FIG. 31 illustrates a flowchart of an example of processing
performed by the GUI display control program 231 in
response to press of the Confirm button 611 in the Select
Source Volume window 61.

The GUI display control program 231 stores, in the volume
migration configuration temporary information table 249,
information on the destination pool in the entries of the virtual
volumes selected in the Select Source Volume window 61
(S171). The storage apparatus ID and the pool ID are values
designated in the migration configuration window 35 and the
value of the pool performance is acquired from the destina-
tion pool configuration temporary information table 248.

The GUI display control program 231 calculates estimated
performance increase/decrease from the performance capa-
bility of the volume and the performance capability of the
destination pool for each source virtual volume and stores the
result in each entry of the volume migration configuration
temporary information table 249. The GUI display control
program 231 calculates the estimated performance increase/
decrease based on the performance capability either before
the migration or after the migration. To indicate the estimated
performance increase/decrease before drop of the icon 362,
the GUI display control program 231 calculates and displays
the estimated performance increase/decrease on the memory
255 without storing the pool information in the volume
migration configuration temporary information table 249.

FIG. 32 illustrates a volume migration configuration tem-
porary information table 249 after destination pools have
been specified for the source volumes. Each column of the
destination pool holds information on the destination pool.

FIG. 33 illustrates the migration configuration window 35
after destination pools have been specified. The information
appearing in the migration configuration window 35 in FIG.
33 has already been described. The GUI display control pro-
gram 231 updates the migration configuration window 35 in
response to every press of the Confirm button 611 in the
Select Source Volume window 61. The GUI display control
program 231 updates the information in the volume destina-
tion configuration section 351 and the pool characteristics
section 380.

The GUI display control program 231 accepts a change in
specification of the size of volumes allocated to a pool after
fixing the destinations for a part or all of the source volumes
through the migration configuration window 35. The GUI
display control program 231 updates the information in each
section in the migration configuration window 35 in accor-
dance with the change in pool configuration. Hence, the stor-
age administrator can always grasp how the volume perfor-
mance increases or decreases in the destination with change
in configuration of destination pools.

When the pool configuration is changed, the GUI display
control program 231 performs processing in accordance with
the flowcharts of FIGS. 18 and 19. Furthermore, the GUI
display control program 231 updates the volume migration
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configuration temporary information table 249. The GUI dis-
play control program 231 updates the image of the volume
destination configuration section 351 in accordance with the
information in the updated volume migration configuration
temporary information table 249.

The redefined performance classes require update of the
performance class IDs of the source volumes in the volume
migration configuration temporary information table 249. In
the volume destination configuration section 351, accord-
ingly, the number of entries for source volume groups, the
highest and lowest values of performance classes, the sizes of
destination undetermined volumes, the sizes of volumes to be
migrated to destination pools, the performance increase/de-
crease indication, and the like are updated.

Upon press of the Execute Migration button 374 in the
migration configuration window 35, the GUI display control
program 231 sends the migration control program 233 an
instruction to perform volume migration together with the
configuration information.

In the foregoing example, each source volume group is
composed of the volumes of the same source storage appara-
tus. Each source volume group can be composed of the vol-
umes assigned to the same host. In an example, the GUI
display control program 231 forms source volume groups on
the basis of the storage apparatuses or hosts in accordance
with designation by the storage administrator. In this way,
source volume groups can be formed as desired by the user.
The GUI display control program 231 can acquire informa-
tion on the assigned hosts for the source volumes from the
virtual volume management table 242.

FIG. 34 illustrates an example of the migration configura-
tion window 35 that allows choice between storage appara-
tuses and hosts as the basis to form source volume groups.
The storage administrator chooses either storage apparatuses
orhosts from a pull-down menu 363. The GUI display control
program 231 forms source volume groups in accordance with
the chosen basis. That is to say, in the case of hosts, the GUI
display control program 231 forms source volume groups
with source volumes assigned to the same host and in the
same performance class.

For example in the flowchart of FIG. 30, the GUI display
control program 231 selects virtual volumes in the designated
source volume group from the volume migration configura-
tion temporary information table 249. At this step, the GUI
display control program 231 selects virtual volumes of the
entries including the assigned host and the performance class
ID for the designated source volume group.

FIG. 35 illustrates an example of receiving selection of a
source volume group to be indicated in the migration con-
figuration window 35. Upon selection of the “Filter” link, the
GUI display control program 231 displays a filter section 364.
In the filter section 364, the GUI display control program 231
accepts designation of an assigned host for the source volume
groups to be indicated in the migration configuration window
3s5.

The GUI display control program 231 unifies all the source
volumes of the undesignated assigned hosts into one source
volume group and displays this source volume group as one
entry. As to the designated host, the GUI display control
program 231 forms source volume groups as described
above.

In the case where many hosts are assigned to the source
volumes, this operation compresses the indication space to
provide discriminable information in the migration configu-
ration window 35. Although FIG. 35 illustrates an example of
filtering the hosts, the same filtering can apply to the storage
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apparatuses. The GUI display control program 231 does not
need to have the filtering function to form source volume
groups.

This invention is not limited to the above-described
embodiment but includes various modifications. The forego-
ing embodiment has been described in details for better
understanding of this invention and is not limited to the one
including all the configurations described above. A part of the
configuration of one example may be replaced with that of
another example; the configuration of one example may be
incorporated to the configuration of another example. A part
of the configuration of each example may be added, deleted,
or replaced by that of a different configuration.

The above-described configurations, functions, and pro-
cessing units, for all or a part of them, may be implemented by
hardware: for example, by designing an integrated circuit.
The above-described configurations and functions may be
implemented by software, which means that a processor
interprets and executes programs for implementing the func-
tions. The information of programs, tables, and files to imple-
ment the functions may be stored in a storage device such as
amemory, a hard disk drive, or an SSD (Solid State Drive), or
a storage medium such as an IC card, or an SD card.

What is claimed is:

1. A storage management system for managing source
storage apparatuses including source volumes and a destina-
tion storage apparatus to which the source volumes are
migrated, the storage management system comprising:

a processor;

an input device;

a display device; and

a memory device,

the memory device holding:

volume management information including information
on owner apparatuses and characteristics of the
source volumes;

destination pool configuration management information
created based on user specifications through the input
device and including sizes of volumes to be allocated
from storage device groups in the destination storage
apparatus to destination pools; and

volume migration configuration management informa-
tion created based on user specifications through the
input device and including information on relations
between the source volumes and the destination
pools,

wherein the processor determines source volume groups to

which the source volumes belong based on the volume
management information,

wherein the processor determines sizes of volumes to be

allocated from the storage device groups to the destina-
tion pools based on the destination pool configuration
management information,

wherein the processor determines sizes of volumes to be

migrated from the source volume groups to the destina-
tion pools based on the volume migration configuration
management information,

wherein the processor creates image data indicating infor-

mation on the determined sizes of volumes to be allo-
cated and the sizes of volumes to be migrated,

wherein the processor outputs the image data to the display

device,

wherein the image displayed with the image data includes

sections each indicating information on one of the des-
tination pools,

wherein each ofthe sections is a column or a row consisting

of a plurality of cells,
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wherein each of the sections includes a first subsection and
a second subsection,

wherein each cell in the first subsection indicates a size of
volumes to be migrated from one of the source volume
groups, and

wherein each cell of the second subsection indicates a size
of'volumes to be allocated from one of the storage device
groups.

2. A storage management system according to claim 1,

wherein the processor includes information on sizes of
destination undetermined volumes of the source volume
groups and sizes of unallocated volumes of the storage
device groups in the image data, and

wherein the processor accepts specifications of migration
of volumes from the source volumes groups to the des-
tination pools and specifications of allocation of vol-
umes from the storage device groups to the destination
pools through user inputs to an image displayed with the
image data.

3. A storage management system according to claim 1,

wherein the sections are columns each consisting of a
plurality of cells and are aligned in a row direction,

wherein the columns each have a width proportional to a
capacity of a corresponding destination pool,

wherein, in each cell in the sections, a horizontal bar having
alength proportional to a size of corresponding volumes
represents the size of the corresponding volumes,

wherein the horizontal bars in the cells of the first subsec-
tion are disposed not to be overlapped and to be contin-
ued in a row direction, and

wherein the horizontal bars in the cells of the second sub-
section are disposed not to be overlapped and to be
continued in a row direction.

4. A storage management system according to claim 1,

wherein the processor determines, in accordance with user
specifications, the source volume groups to which the
source volumes belong in such a manner that each of the
source volume groups consists of source volumes owned
by a same storage apparatus or a same host apparatus,
based on the volume management information.

5. A storage management system according to claim 1,

wherein the volume management information includes
information on performance capabilities of the source
volumes,

wherein the memory device holds performance class infor-
mation defining performance classes for the source vol-
umes, and

wherein the processor determines source volume groups to
which the source volumes belong in such a manner that
each of the source volume groups consists of source
volumes belonging to the same performance class, based
on the performance class information and the volume
management information.

6. A storage management system according to claim 5,

wherein the destination pool configuration management
information includes information on performance capa-
bilities of the destination pools,

wherein the processor determines increase or decrease in
performance capability between before and after migra-
tion for each of the source volumes, based on the volume
management information and the destination pool con-
figuration management information, and

wherein the processor includes information indicating a
result of the determination in the image data.

7. A storage management system according to claim 6,

wherein, when the sizes of volumes to be allocated from the
storage device groups to the destination pools are
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changed, the processor updates the performance capa-
bilities of the destination pools in the destination pool
configuration management information in accordance
with the changes,

wherein the processor redetermines increase or decrease in
performance capability between before and after migra-
tion for each of the source volumes, based on the volume
management information and the destination pool con-
figuration management information, and

wherein the processor updates the image data to include a
result of the redetermination and outputs the updated
image data to the display device.

8. A storage management system according to claim 1,

wherein the image provided by the image data includes
cells corresponding to the storage device groups and
cells corresponding to the source volume groups,

wherein the processor receives designation of a storage
device group to allocate volumes and a destination pool
to which the volumes are allocated by drag and drop of
an image component from the cell corresponding to the
storage device group to a cell corresponding to the des-
tination pool, and

wherein the processor receives designation of a source
volume group including source volumes to be migrated
and a destination pool by drag and drop of an image
component from the cell corresponding to the source
volume group to a cell corresponding to the destination
pool.

9. A storage management system according to claim 8,

wherein, in response to the drop, the processor creates an
image data for showing a list of unallocated volumes in
the source volume group and outputs the image data to
the display device.

10. A storage management system according to claim 1,

wherein the volume management information includes
information on owner apparatuses of the source vol-
umes,

wherein the processor receives selection by the user of an
owner apparatus of the source volumes, and

wherein the processor includes source volumes of a plural-
ity of owner apparatuses other than the selected owner
apparatus in one source volume group.

11. A storage management method performed by a storage

management system for managing source storage appara-
tuses including source volumes and a destination storage
apparatus to which the source volumes are migrated,

the storage management system holding:
volume management information including information
on owner apparatuses and characteristics of the
source volumes;
destination pool configuration management information
created based on user specifications through an input
device and including sizes of volumes to be allocated
from storage device groups in the destination storage
apparatus to destination pools; and
volume migration configuration management informa-
tion created based on user specifications through the
input device and including information on relations
between the source volumes and the destination
pools,
the storage management method comprising:
determining source volume groups to which the source
volumes belong based on the volume management
information;
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determining sizes of volumes to be allocated from the
storage device groups to the destination pools based
on the destination pool configuration management
information;
determining sizes of volumes to be migrated from the
source volume groups to the destination pools based
on the volume migration configuration management
information;
creating image data indicating information on the deter-
mined sizes of volumes to be allocated and the sizes of
volumes to be migrated; and
outputting the image data to a display device,
wherein the image displayed with the image data includes
sections each indicating information on one of the des-
tination pools,
wherein each of the sections is a column or a row consisting
of a plurality of cells,
wherein each of the sections includes a first subsection and
a second subsection,
wherein each cell in the first subsection indicates a size of
volumes to be migrated from one of the source volume
groups, and
wherein each cell of the second subsection indicates a size
of'volumes to be allocated from one of the storage device
groups.
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